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_ All right. This is a transcribed interview of Frances Haugen

conducted by the House Select Committee to investigate the January 6th attack on the
United States Capitol pursuant to House Resolution 503.

Ms. Haugen, could you please state your full name and spell your last name for
the record.

Ms. Haugen. My name is Frances Bordwell Haugen. Last name is H-a-u-g-e-n.

_ This will be a staff-led interview. Members of the

subcommittee may join, and, of course, may choose also to ask questions. My name is

counsel to the Select Committee. With me today are _senior counsel
and senior advisor;_ a professional staff member; and _

chief clerk, _chief administrative officer; _may also join. He

is our chief investigative counsel. And if we can spell any of those last names for the
court reporter's need, | will do them for you. | have circulated their names before.

Before | begin, | would like to describe a few ground rules where | will be asking
guestions for the staff, but- or others may also jump in. You and your attorney
will have an opportunity to review this transcript and make sure that it is accurate. You
are permitted to have an attorney present. If you do at this time, could counsel please
state their name for the record, and maybe if you could also state your name and
affiliation.

Mr. Bakaj. Absolutely. My name is Andrew Peter Bakaj. Last name, Bravo,
Alpha, Kilo, Alpha, Juliet, Bakaj, and | am counsel for Ms. Haugen.

Ms. Liu. | am Libby Liu, L-i-u, and | am the CEO of Whistleblower Aid and

representing Ms. Haugen.
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_ Thank you. There is an official reporter transcribing the record

of this interview. Please, Ms. Haugen, please wait until each question is completed
before you begin your response. We will try to wait until your response is complete
before we ask our next question. Our reporter cannot report nonverbal responses, such
as shaking your head, so it's important that you answer each question with audible,
verbal response, and speak slowly, as | was just not doing.

If you need me to repeat a question, please say so. If you need to talk to your
lawyers, please say so. If you need a quick break, give us the word, that's why we'll take
a quick break. If the reporters have clarifying questions, they may interrupt us to make
sure that they can accurately capture our statements. We ask that you provide
complete answers based on your best recollection. If the question | am asking is not
clear, please ask for a clarification.

If you do not know the answer, please simply say so. | also want to let you know
that it is unlawful to deliberately provide false information to Congress, even though
today we are not proceeding under oath.

The plan for today is we will try to get a good chunk out of the way before taking a
break probably around 2:00 p.m. Eastern for 20 to 30 minutes. We will then resume
and get through the remaining material. | plan to start with some basic background
information about you, your scope, your work there before proceeding to ask some
specific questions about some of the documents you provided.

Lastly, | hope to wrap up with some questions about Facebook's structure, any
clarifications, and follow-up related to any new insights that your testimony has provided.
Are you clear on that?

Ms. Haugen. Yes.

_ And do you have any questions?
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Ms. Haugen. ldon't. Actually, | just have one question. | need to grab one
last thing. |just realized | forgot something. Can we have a 30-second break; | am

going to run and grab it.

_ Okay. We are not going to go off the record.
Ms. Haugen. - [

_ So thank you for your patience.
_ If it becomes disruptive, _
0
Ms. Haugen. Yes. _ Thank you. Cool.
EXAMINATION
A

Q Let'sgo. Solet's start with some work and education history. What is
your post high school education?

A | attended Olin College at the end November actually. O-l-i-n. Itisin
Needham, Massachusetts. It's a brand-new college that focuses on interdisciplinary
engineering education. | have an MBA from Harvard. |attended undergraduate from
2002 to 2006 and graduate school from 2009 to 2011.

Q  What did you study at Olin?

A | have an electrical and computer engineering degree, a B.S., and my MBA is
in general administration.

Q  And after school, where did you work, your first job?

A My first job is at Google. |worked onads. Soldida number of jobs
during the course of my time at Google, so | was in a rotational program. Once | work
on ads, | worked on ads reporting, which exposed me to lots of different ad types within

Google. | worked on Google Books, including the lawsuit. They are the largest class
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action lawsuit in U.S. history. Google paid for my MBA, and | came back worked on
Google+, which was Google's attempt to build its own social network. And | founded
the search team under Google+. And then | worked on a knowledge graph at the end.
| was there from 2006 to 2014.

_so | wasn't working for a bit. Then
| worked at Yelp, working on kind of product-oriented data mining. So we did things
like, if you ever sort your photos for the money photo, that was like one of our first
features. | ran ranking for the home feed on Pinterest. | was product manager there.
| also ran ranking for related pins on Pinterest, which has like a -- it has -- a shockingly
high fraction of all the content viewed on Pinterest is related to pins. | worked at a
place called Gigster, which did enterprise software. And then | worked at Facebook
from 2019 through 2021. So June of 2019 through May of 2021. And | worked on
initially misinformation, specifically, civic misinformation.

So the third-party fact-checking program was in the main misinformation team.
And our team worked on misinformation in times of crisis because it moved too quickly
for third-party fact-checkers to be involved. And we worked on misinformation in
places that did not have third-party fact-checking in general, which is places like
everywhere like the United States and a few developed countries.

| worked on -- after that | worked on civic influence modeling, which is can you
find influential -- civic influential people on Facebook, via how people interact with them
or other signals. And we developed a system that was, you know, on load of like
80 percent effective, which was not high enough, unfortunately. And then, where did
we go afterthat? Oh, and then | worked on the counterespionage team from
November -- not November, October of 2020 through May of 2021.

Q  Okay. Takingyou back to your first job at Facebook, you started in June
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of 2019, and you were with the misinformation civics team until when?

A Until February of 2020. And then | did civic influence from February 2020
through October 2020, and then countering misinformation from October 2020 through
May 2021.

Q Gotit. Sostarting with the misinformation --

A Oh, | have a few details on the countering misinformation. |also worked
on a project that was pan the threat investigation org. So like we were supposed to
build out tooling that would help with proactive detection, and recidivism detection
across the intelligence org. So | got exposed to the information operations team, | got
exposed to the dangerous organizations team, which is like terrorism and cartels. My
last was, like, human trafficking and child exploitation. But | did not work on those
problems, | worked on generalized detection software across those problems.

Q  And so, after misinformation, your first role, what was your specific job title?

A Product manager.

Q  Product manager. And what were the responsibilities of a product
manager misinformation?

A So a product manager's in a general sense, their job is to talk to users and
understand what other problems the users face, and then develop -- take those problems
and kind of abstract them into other commonalities across them. Like, could you build
something that would address maybe one on many of them. And then once you have a
solution specified and a consensus built, you then break up that project into smaller
projects and, like, help phrase them in like how do you then turn those projects into the
most minimal version of the project. And then what will be the V2 of the project,
maybe three of it.

And so, you're responsible for helping engineers to clarify their thoughts. Soyou
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might have, like, when | worked at Google, one thing | frequently did was, you know,
when | was an engineer | would sit in and -- tell me all the things they are interested in in
this space. We put them on the board, and we would distribute them down into (A)
there's clusters here. You know, you work on something here on work on something
there.

Q Okay. Anddid you have any direct reports?

A The project managers, it's a weird relationship because you do not write,
say, you know, the development plan for an engineer. But you do guide what the work
of the engineeris. And so, | did not have direct reports, but in all of those cases, | had
teams where, you know, | was the voice that guided what we did on that project.

Q  So were you able to give instructions to engineers?

A Uh-huh. Not their managers. Like, usually, you have, like, a dual
structure where somebody like guides what it is that you do, and then someone who is
like responsible for like -- like, if one of the engineers is not doing their job, | would not be
the one to fire them. But | would be the one who would say like, Hey, you know, we're
doing this at this point, we're doing this at this point, we are doing this at this point.
Does that make sense?

Q  Sure. So where was misinformation located in the company?

A So there is two misinformation teams. There is the main misinformation
team, which has 40 people on it, and that was third-party fact-checking. And that is
under community integrity, or was back then. And then my team was under the civic
ward, which was civic integrity. And | don't remember if civic integrity reported to
community integrity, or if they reported directly to Guy Rosen, like, that org. But civic
integrity sat in its own then, and civic misinformation sat within that org.

Q  And Guy Rosen reports to whom?
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A | believe Guy Rosen reports to Mark Zuckerberg. | am not entirely sure. |
am pretty sure, though.

Q  And Mark Zuckerberg is?

A The CEO of Facebook.

Q Andso, in your second role, you said you were doing, | believe civic work?

A Yeah.

Q  Were you in the same location in the company?

A Yes. So lstill reported to the same manager, but | had a different -- | did an
illustration of like this concept of like, there is product managers, and then there is
engineering work. So | reported to Samidh Chakrabarti, who is the head of civic

integrity. In my first team, those engineers directly reported up through the engineering

org.
Q  Could you please just spell Samidh's name?
A Oh, that one is hard. It's like S-a-m-i-d-h.
Q  Okay.
A So that team sat in the -- part of my team sat in Menlo Park. Part of my

team satin New York. Then my next team was still in the civic integrity, or half of it was.
So | had an engineer that was out of New York, who's still reporting to the civic
engineering org, but | also had a researcher that sat out of Facebook connectivity. And,
so, | was like the team. Facebook teams are extremely minimally staffed. So you
frequently have teams that are between like one and four engineers.

Q  And then your third job was the counterespionage team?

A So that team was --

Q  Was that the same location within the company?

A So | was still reporting to my manager in civic integrity, but now my -- that
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team was staffed by threat investigators, like threat researchers who worked within 13. |
think I3 is integrity, intelligence -- | don't know what the third | is, but it's called 13, and it's
where the threat investigators sit. And so my team there had a team of threat
investigators and their manager, and they all reported up to -- what was his name? |
would look up that name. |don't remember it exactly, but they had a separate org.
And | think that org reported up eventually to Guy Rosen as well, but it might not have.
I'm not sure.

Q  Okay. Andso,what made you want to work at Facebook in 2019?

A So | -- | think the people at Facebook are wonderful people. | have known a
bunch of them. And | had a friend who had been radicalized on the internet in 2016. |
don't know for sure on Facebook. | think it was more 4chan and Reddit, but you never

know these things. And it had been an incredibly painful experience for me, because,

like, this person | felt was hugely responsible for how _

Like, they would |

incredibly painful loss for me. And | didn't want anyone to feel that pain. And so |
drained civic integrity, | drained civic misinfo. And almost immediately, it was very
apparent to me that things were substantially worse than | had thought it was before |
joined. That's --yeah. That's why | joined.

Q  And whatis civic integrity's role at Facebook?

A Civic integrity's mission, | think, | had somewhere with them that they the
document cash, there is a slide that would literally say civic integrity mission. The
mission of it is to make sure that Facebook is like a positive influence in the world. So

it's both in the scope of elections, especially in the scope of just general like, you know,
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things like Myanmar, or like Ethiopia, like, preventing violence from escalating.

Q It sounds like you had a number of very interesting and different roles of
civic integrity. So who within the company was civic integrity to work with?

A So civic integrity works with -- it's an interesting question of what does it
mean to work with someone? So civic integrity has its own engineers, has its own data
scientists, has its own researchers. But at the same time if something we did would
impact, say, the news feed, we would have to go talk to people that were joining this feed
and make sure they were okay with the change that we had done. And the -- | am trying
to think what else is interesting. Civic integrity -- they work with country operations,
which is describing documents as CO. CO is where all the moderators sit, and people
who do operational roles. We work with the policy team. So | worked with the policy
team a good deal in a counterespionage role. We also worked with -- who else did we
work with? Give me one second. [|'m thinking. Yeah, | think that's like the main
stakeholders that we worked with.

Q  And do you work with strategic response?

A | did not work with strategic response much. | knew they existed, because
in my first role on civic integrity, civic misinformation, one of the things that we explored
doing was Facebook as a policy of, like, not changing how the general system works until
basically there is a crisis. So it means there is like a basically binary operation where it's,
like, you're either in okay zone or either in, like, inflamed zone. And one of the things
that we saw or were hoping to do was if we could develop a quantitative model for
describing, like, how bad are things, we might be able to begin turning on some of these
safety systems incrementally instead of asking like is the house on fire? Does that make
sense? And so, during that period of time, | did work with strategic response in terms of

learning how, like, that team operated at a high level, so that we were aligned in terms
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of -- so we were aligned in terms of not duplicating work.

Q  Justaquick look on this. Do you have any direct reports for that when you
were the product manager?

A Yes.

Q  And were you also a project manager?

A So product managers sometimes do some project management. Soto
differentiate between project management and product management, which are things
people commonly get confused. Project managers take a goal that has been given to
them, and maybe even like a list of things that need to be done, and then work with
people to make sure that it's like a phasing, and that all people who need to be updated
are, like, updated sequentially at, like, the right moments.

Product managers help to find like what is the problem to be solved, and, like,
what is the solution that we're willing to pursue. And sometimes, that involves also
doing some project management to support that role.

Q  And how big was the integrity team when you were there?

A Oh, well, | don't know for sure. | feel like it would have been -- so, usually,
actually, this is an interesting question. So Facebook has said before they have 6,000
people working on integrity. And | don't know what that possibly means. Like, it might
mean that they're -- like when you ask for data on that from them, you need to have
them make it by role. Because | don't think there is any chance there are 6,000
engineers working on integrity. That doesn't even seem plausible. And, so, I'm
guessing, like, counting with the net, like, people who label data and people who -- | don't
know, mainly low-level screeners on some system or something.

| think there must have been like under 1,000 people at counter integrity. |don't

know that for sure. | know civic integrity had maybe 200 or 300 people.
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Q And you mentioned engineers as being people who are particularly
important?

A Yes.

Q  There were 6,000 people that would have been some of the ones that was
important to pay attention to how many there were?

A Yes.

Q Why?

A So the people who actually kind of -- so the only people who changed the
products are engineers, right. So if you don't have the ability to change the product, you
don't have -- like you are working with other levers that already exist.  So if you say
don't have a problem that is currently being solved, you end up a certain distance on your
own. Like | said, you were trained detecting a new kind of problematic content, you
could go a little bit about content. It's like, say, like, this is a good piece, or this is bad
piece, that kind of thing. You could go about a policy aboutit. You could
potentially -- there is certain kinds of things that are a little bit more off the shelf that you
could do.

But in general, you can't solve that problem unless you have engineers. And so
engineers are kind of the measure of how much effort is being exerted to solve the
problem.

Q  And all engineers work on civic integrity?

A | think on the order of -- | don't know it was more than 200, maybe 300.

But we could check on that.
Q  And how was civic integrity organized?
A Civic integrity is organized into pods when | was there. So at the very

beginning, | think there was four pods. So it was, like, participation,
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knowledge -- participation, knowledge -- | don't know what the other two were. So they
worked on things like photo disenfranchisement; they worked on what they called social
cohesion. So social cohesion is a euphemism. So when ethnic violence happens, or
genocide happens, social cohesion is broken down. So they worked on -- | worked in the
crisis response software. So if someone called rapid response, initially, and they

run -- they used to call them war rooms, but they changed the name to be IPOCs. So
Integral Product Operations Centers. And so, that whole software was built out of civic
integrity. What else was out of as civil integrity? Digital oversee was out of civic
integrity. That's like how do you get people to be safer online? The civic data teams
are out of civic integrity. So, like, how do you know who was a civic actor, that sort of
thing, or where is a polling place. That's all | could think of off the top of my head.

Q  Andyousaid at the beginning there were full pods. Did it change over
time?

A It did. So | know there would be -- so | left civic misinformation when there
was a reorg, so reorganization. So within Facebook, things that are frequently shuffled.
And the -- | know the civic integrity team got changed. | think one of the measures of
that change was the entire rapid response team got broken out into, like, their own pod.
Like, my team did not have adequate support at the size that it was. So, like, we didn't
report to an engineering manager who was appropriate for our problem space. And my
team got moved under an engineering manager who was appropriate. And,
unfortunately, now there was two product managers which was why | found a new
project. Yeah.

Q  Okay. And when did this change happen?

A It happened in February 2020.

Q  And was there a change after that to the structure of civic integrity?
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A | assume there was at some point, but I'm not aware of it.

Q  Did civic integrity continue to exist at the time you left Facebook?

A It did not. So Facebook dissolved civic integrity in early December, like,
maybe, the first week of December 2020. | have heard from reporters that they needed
to do this before the 2020 election, and that they told it to me, but | did not know that
firsthand. |, unquestionably, believe that dissolving the civic integrity played a role in
the January 6th event, because | -- you know, it's kind of like in 9/11, like, there
was -- there were a number of like key roles that were not staffed in the Bush White
House, like, right after the transition happened. And as a result, like, there was just less,
like, oversight going on. And one of the documents | have talks about like what levers
were turned on at the time of the insurrection. Like things that were originally
implemented for the November 2020 election, but were not turned on still by, like, 5:00
p.m. on January 6th. And I, unquestionably, think like part of why more practical things
were not done because they resolved civic integrity when they did.

Q  So you mentioned an analogy of certain key roles were not filled. Do you
know which kind of key roles we are talking about, or is it a general feeling you have?

A When they resolved civic integrity, they went from having a single person
who could make decisions in the play of resources who was focused exclusively on civic
matters to having that team spread out across a huge number of stakeholders.

| don't know who would have had a similar level of, like, focus on things like social
stability once that happened. It might have been as hot as, like, with any person who
had a similar, like, sweep across all those problem areas now, whether it was Guy Rosen.
| don't know that for sure, though. But | think if Samidh had still been in charge of civic
integrity, there would have been a much greater focus on the evolving situation. And,

like, I'm not sure who would have been that, like, singular responsible person once civic



10

11

12

13

14

15

16

17

18

19

20

21

22

23

24

25

16

integrity was resolved.

Q  Like the evolving situation you mean?

A Like prior to 9/11 -- not 9/11. Prior to the insurrection, like, there
were -- like it's not like we were surprised by Jan 6th. Like there was in the -- | have
only -- | know from the documents, | don't know firsthand that there was like an
awareness in things like stop the steal or voting. And the -- | think, like, given on how
other situations like Ethiopia were handled, once civic integrity was still in place, | think
there would have been much more proactive discussions on that if Samidh was still in
charge.

Q  And are you aware of any proactive discussions on that?

A Not -- | am not aware firsthand. | only know of things from the documents
in this case.

Q  Okay. AndIthink we might get to those documents during our interview
today. So maybe we can come back to that. What got harder when civic
integrity -- this is another way of maybe getting on this question -- what got harder when
civic integrity was closed or its responsibilities shifted?

A So our agreeable (?) context in how like governing structure of how civic
integrity works. And | don't know -- so by that point, | was focused mostly on the threat
intelligence org. Prior to civic integrity being dissolved, there were meetings, | think, it
was like twice a week where projects were reviewed, or, like, major high-level issues
were, like, flagged and discussed. You know, like evolving situations in Ethiopia, that
kind of thing. And like major -- and projects. So if they had staff that they had done
projects, like, prior through and then like when projects were launched. And | don't
know what equivalent meeting existed in that space once civic integrity was dissolved.

Right, because, you know, Facebook likes to describe it as civic integrity was so important
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that they integrated into other parts of the company. But the reality is that when you
take, you know, people who are comprehensively looking at these kinds of problems, and
you distribute them across different teams to have like slightly different priorities, you
end up having less robust clarity into what is going on or what could be done to resolve it.
| am not sure what that equivalent mean was afterwards.

| don't know if there was a question around empowerment, but like, you know, on
why those issues -- they're not like single-thrust issues. It's not like, oh, there is problem
with pages, there is a problem with groups. You know, there is a lot of these functional
teams that focus on very small slices of the problem. Like civic integrity was intended
and was like a pretty cross-cutting view on how Facebook was working, especially in a
civic space. And | don't know that the equivalent mechanism for that was once civic
integrity was resolved.

Q  Soyousaid that it was intended to be cross-cutting. What problem makes
that?

A Just like the sheer diversity of problem spaces that we worked on, right.
You know, like, in order to do social cohesion, for example, you work on hate speech
classifiers, or like violence inside classifiers. So classifier is a system where a computer
says is this thing X, oris it Y, right? And, you know, you do that, but you also do things
like you analyze what kind of content gets the most distribution. You analyze what are
the mechanisms of how Facebook is seen -- used in places that are unstable versus places
that are stable. Like, you look at the problem from there more holistically. And the
way a lot of other teams are designed on Facebook is they're all designed around having
very, very criticals that are measurable. And the thing about evolving situations is that
evolving situations usually are not clean measurable. And that's like an organizational

flaw in terms of, like, Facebook, especially post November 2020, and U.S. 2020 elections
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was in an evolving situation.

And when we have something that was that dynamic, you don't have time for the
kinds of one cycles that are done on Facebook where you might have like a researcher
develop a metric, and then later on, like, someone forgot assertion to that, like, oh, we're
going to use that metric. Like that doesn't work when a situation is dynamic enough.

Q  So Samidh Chakrabarti, which | know this last name is spelled
C-h-a-k-r-a-b-a-r-t-i?

A That sounds right, yeah.

Q  So he was the head of civic integrity. And civic integrity when was split up,
there was no one person who was overseeing that?

A Because we were announced spread across the company, like spread across
integrity, so people were looking in different spots. And there was like a much, much
smaller node that was within ecosystems. So like there is new team that was formed
like ecosystems. And like the person who was -- God, what's his last name? It's not
Robbie lyer Kashkik. Kashkik lyer was the director of engineering for civic integrity, and
so he went to ecosystems along with --

Q  Could you please spell Kashkik lyer?

A So Kashkik is spelled, | think, K-a-s-k -- gosh. Maybe K-a-s-h-k-i-k, Kashkik?
Something like that. And then lyer is |-y-e-r.

Q Okay. Thankyou. Sorry. You were saying?

A So Kashkik lyer was the head of engineering for civic integrity, and he got
moved with a small slice of engineers to those systems. But from the product side, like
we described before, there are engineering managers who kind of manage, it looks like,
the health of the engineering org. And there are project managers who helped define,

like, what is the problem we're going to solve, or problems we're going to solve, and like
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what is the strategy in the form of work to solve those problems.

That is unusual to identify the problem and like how you would solve it, or like
triage amongst decisions raised by his reports. And the role for Kashkik was like he
managed the health of the engineers within his org. Like -- and, so, moving Kashkik to a
place and not having someone like Samidh have the equivalent authority, like | don't
know who played that role for him once he left. Like | don't know who got backfilled in
specs. |I'm not aware of it.

Q  Socivic integrity -- was Samidh an advocate for his -- his, some more of his
ideas in the latter company?

A He was definitely an advocate forit. He was pretty well-connected. He
had been with the company for a number of years. | think by the time January 6th
happened, he had been there for at least 5 years, if not 6, which is a long time at
Facebook. |think people who don't work in tech don't understand like spending 2 years
at a company is actually a long time. Because your salary goes up when you change
companies, and, so, people move between places much more frequently than people do
in the general economy.

So Samidh being there for like 6 years is really quite a long time. And he clearly
had been through enough experiences at Facebook like what happened after 2016. So
that's like things like the information operations from Russia where he felt -- like he felt
like that's secure enough, and he felt, like, adamant enough that he would push quite
strongly when there were problems, because he had seen what damage Facebook could
do.

And when civic integrity was reorged, | don't know who played anywhere near
that, like, level like a role at that level of clarity, you know, like having both the influence

and the willingness to stand up for those issues.
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Q Do you know who decided to reorg civic integrity?

A | don't know. |assume Guy Rosen was involved, but | don't know beyond
that.

Q  And do you know what reasons were given to reorg civic integrity?

A They claimed civic integrity was so important they needed to integrate it to
the rest of the company. Lots of integrity. Like they needed to cross-pollinate other
parts of integrity with civic integrity. But Facebook -- that's not really how reorgs work.
So reorgs happen because, like, Facebook claims it is because, you know, it's so dynamic
there is a need to frequently reorganize the company. But the pattern that you see over
and over again is that, you know, some teams are viewed as having like a better strategy
than other teams. And, so, when you have a situation like that, there is a team
that -- there is a team that more of the authority in the leadership direction when that
reorganization happens. And let's just say civic integrity was not the organization eating
another team. We were eaten by the larger community integrity team.

| think the other thing to keep in mind is when -- let me see how | describe it. So
| think | knew what's happening as early as November 2019, also working on narrow cast
misinformation. So within civic misinformation, we worked for a semester -- a quarter
on something called narrow cast misinformation, and we developed a system for
sedimentation of population. So, all integrity problems on Facebook happenin a
nonevenly distributed way. So they often follow, like, power laws, where, like, the
difference between someone who is, like, at a 95th percentile exposed to a problem and
99th were just huge differences. And between 99th percentile and 99.9th percentile,
it's another huge chunk worse. And we developed a system for being able to break the
population into small populations to understand how that overexposure happened.

And | remember when we went through that project, we sat up front before we began.
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You are asking us to do a million possible things in the timeframe we're asking for it, like
12 weeks. We will not do measurement this quarter. We just can't. Like we can't do
measurements in this quarter. And partway through the quarter, Samidh started
putting a huge amount of pressure on us for measurement. And the reason for it, at
least as he described it, was that the larger community integrity team not think the
problems that civic integrity worked on were sufficiently measured. Because success in
Facebook is defined by, you know, having a way to measure your problem in the meeting
that measures over time. Like, | think Samidh must have been put under a huge amount
of pressure because he put our team under a huge amount of pressure, even though | am
not going to remotely tell [inaudible], | don't think you actually care. Narrow cast
misinformation is extremely hard to measure in the context of how Facebook works.

And it took probably -- | am not kidding here -- on the order of 3 whole hours for a team
of four people to explain to Samidh why it was we couldn't measure our problems.

So the fact he was pushing us so hard shows you how much pressure he was
under as the problem was measured. And so, | think it happened with regard to civic
integrity for his community integrity was there was a perception for quite a while that we
were an underperforming team. Because like civic integrity was working on these large,
messy ambiguous problems. | think we were doing things that were actually moving the
needle in those problems, but we weren't doing it in a way that was aligned with how
Facebook operationally worked. And so it was not viewed, | think, as being as successful
as, | think, we were, but that's just context.

Q Okay. Well, then | think we will get to measurement in a minute. | guess
just a fine point onit. Did you believe there was another reason for spreading up civic
integrity than the one given?

A | think there was also a thing that civic integrity uncovered problems. It
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was, like, once you know about a problem, you know, then one could say you have an
obligation to fix that problem if you cause that problem, right? Like, civic integrity was
home to a lot of researchers who did really good research on how is Facebook impacting
the world. And | think it was viewed as, like, opening cans of worms that were difficult
to close. And because Facebook didn't want to invest the resources, or couldn't because
they had trouble hiring on, like -- | think there was a view that like civic integrity did not
add as much value as it added risk.

Q  And do you think civic integrity should have gone split up in December?

A | don't think so. | think there are things that probably could have been
done to help the team be happier and more functional, but | think splitting it up is not the
solution.

Q  Now, we're going to go through some quick factual things just to lay some
foundation for some of the documents you shared with us.

A That's good.

Q  Sovyoudecided to -- okay, let's ask a specific question. When did you
decide to take the documents with you when you left?

A | began thinking about it for a long time over the course of the summer of
2020. It took me a long time to come to the conclusion that | -- that | would need to do
that. | could see there was sufficient managing problems that | -- | was struggling with
what was my responsibility in that situation?

When civic integrity was dissolved, | felt a pretty high level of conviction that there
was no chance that the problems that | was most worried on, which were specifically on
ethnic violence in lesser-developed countries. | had no faith that that was going to be
resolved in the structure. And there is a difference between when | became convinced

that | would need to blow the whistle, and when | began to really accumulate content.
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And, so, | started accumulating a little of it in December of 2020. But | would say | got
the vast majority of what | captured in the last, maybe 2 months that | was at the
company.

Q Gotit. Andhow would you go about offering these documents?

A | used a cell phone, and | took pictures in my laptop screen.

Q  And the photos that you shared with us are accurate representations of the
contents of the original documents?

A Yes.

Q  So all of the documents you handed over to the committee used the same
process of FOTEMP of taking photos of them on your computer screen?

A | think there are two phones | used. A few of them were taken using my
personal cell phone, but the vast majority were taken using, like, a cheaper phone. And
part of that is that my new phone is -- it takes much larger photos, and it was just a data
management problem. That there were certain instances, like, on January 6th when |
am pretty sure | used my personal phone, just because it was web-based and readily
available.

Q  Anddid you alter any of the underlying documents before you took photos
of them?

A No.

Q  Did you see any kinds of documents or information that were of interest to
you that you were not able to capture by taking photographs of them?

A There are maybe -- maybe on the way of two or things that | really wanted,
but Facebook had already deleted them. Facebook has a pattern of deleting things
inside of the company that they think are dangerous to the company.

Q Do yourecall what those were?
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A Sure. So one -- the one that | most wanted that | couldn't bring with me
was -- when | was working in civic misinformation, | had a data scientist named Wen Xie.
W-e-n, | think X-i-e. | could look it up. And she worked on civic ranking after she
worked on civic misinformation. And all of her notebooks, so when data is
extracted -- when data is extracted -- talking for an hour straight does stuff -- things to
your voice.

Q  Youcan have a sip of water if you need it.

A When | was trying to capture things, or like in the process of capturing
things, there was an analysis that she did around concentration of voice. So that was a
guestion of how few people control how much of the voice, like, reach on Facebook.
And the United States is the most worldly democratic country for voice. And the
12 percent of the population makes up 80 percent of all the voice. Many countries in
the world like on the order of 1 percent of people make up 80 percent of all the voice,
because Facebook's system hyper amplify.

And | went to go find that notebook and discovered that all of her notebooks had
been deleted. Like all of them. And most people who leave the company, they don't
delete all their notebooks, because there is a central serving called ANP at the time.

And it may have changed having a different name. But ANP was like the notebook
server.

And | found a screen shot of the notebook | wanted in our chat logs. But even
within our chat logs, they had purged, like, photos and things related to her. And so, |
was only able to get a thumbnail. | couldn't get the original even full image. And | saw
that delineated content again in another collaborator, but we can go into that later.

Q  Isthere areason you don't want to go into it now?

A Not now. It's just like it's pseudo-related. It's not directly related.
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Q  Oh, okay.

A It centers around fake accounts being generated in like countries where
Facebook had its subsidized internet programs, and those accounts are being used for
abuse of services across, like, abusive acts across Facebook.

Q  Right. |thinkthat's -- we can come to that at a different time. So there
were photos you shared with us last couple of factual questions. There were photos you
shared with us, were any of those taken by anyone else on your behalf?

A No.

Q  Now, we are going to turn a little bit to Facebook's corporate structure. So
background to bigger questions, what other things do you think is most important for the
committee to understand in Facebook's role and what happened on January 6th, if it had
arole?

A Yeah. Give me one second. Whatis Facebook's role on January 6th? So
in organization structure, how did that impact? So Facebook is an extremely flat
organization. So it focuses on -- it has this kind of utopian idea that if you pick the right
metrics that you -- if you pick the right metrics, you don't have to tell people what to do
to solve the problems. That people can act independently. And as long as they move
those metrics, it's okay.

But this is an okay management philosophy if the metrics themselves are not the
problem, right? And in the case of Facebook, Facebook made changes in 2018 to how
its algorithms worked. It ended up prioritizing, polarizing in divisive content. And
people began identifying almost immediately that the metrics were driving these
problems. And | don't know this next part for sure, but | think the reason why a number
of problems -- | think some of which we're going to discuss a little later on happened is

because in order to fit it, to make the system overall safer, why it's so like prioritizing less
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extreme content, and having safer ways of running groups, all of these things, those
actions would also end up hitting core metrics and would likely then also hit people's
compensation. Like if the metrics or the problem, that becomes a really big challenge
for fixing it, because, you know, if people have made lots and lots of choices around, like,
what they focus their time on, what they built in order to move those metrics, it's very
disruptive to change the metrics.

Anything else with the organization structure? | think the fact that Mark has so
much power is problematic, because it means that whatever his philosophies or opinions
are have outweighted significance because --

Q  You mean Mark Zuckerberg?

A Mark Zuckerberg, yeah. Because, you know, the people who got
promoted, the people who -- actually, this is a good organizational thing. The Wall
Street Journal did a very good analysis on how the people who were in charge of integrity,
the managers and stuff, largely came from the growth team. |If people were not
promoted internally, they were promoted from outside the team. And they were,
specifically, promoted from a private team that was at the company that was focused on
making the company bigger, not making the company safer.

Q  So, and how do you link that to January 6th?

A There were lots and lots of options that Facebook had in making the overall
system safer at lots and lots of points in time, but those things slowed growth down by
little slices each time. When you have a bunch of looters (ph) in the safety org who, you
know, always found the places they were trained up in the company's growth, if growth
complains about an action, they're going to be less willing to take a harder line on it.

And so, that's how it is to Jan 6th. There is many things that could have been

done to make the factors that flamed Jan 6th, like the stop the steal movement stuff.
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There is many things that were content neutral, like they weren't -- they weren't about
picking good or bad or ugliest. They were about making the system less twitchy,
reactive, viral. But all those actions also would have made the company grow a little
slower. And so, having these in place you would think that growth is of such painful
importance, that's problematic.

Q  So his decisions weren't necessarily made on January 6th?

A No, they were not made on January 6th. They were made over months and
over months, even before, even before the 2020 election. Yeah, go ahead.

Q  Could you elaborate on specific critical decisions, any inflection points?

A Any singular ones. | did not work on that part of the company at that time.
Like, | was working mainly on counterespionage. Actually, it's not true. So
downstream MSI.  So MSI is meaningful social interactions. Downstream MSl is a
pretty critical factor in how content is prioritized at Facebook. So you could imagine --

Q  Does this relate to an earlier reference to changes in the importance of

metrics?
A Yes.
Q  Okay.

A So meaningful social interactions is the change that was made in 2018. So
it used to be that Facebook prioritized -- the bare measure of success was, could they
keep you on Facebook longer? Like the longer you stayed on Facebook, the better
whatever -- like, if you were saying is A better or B better? And if you stay on Facebook
longer, that was a better -- thank you. Coffee delivery.

The -- in 2018, Facebook made a change to what its definition of success was to
prioritize things called meaningful social interactions. And the meaningful part was,

basically marketing, because social interaction to things like likes, comments, reshares,
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messages, that kind of thing -- likes, comments, reshares, and -- so you can imagine
for -- but at the same time, if that comment was hate speech or the comment was
bullying, it's still counted as a meaningful social interaction.

And they made a change in November 2020 where if there is bullying and hate
speech in a comment, it wasn't considered meaningful. But the things remembered
there is only a tiny, tiny fraction of hate speech comments or bullying are caught. In
effect, you still have things like bullying and hate speech counting as meaningful social
interactions.

So now, let's imagine two different ways prioritizing content within the news feed.
So you could say, Hey, we're only going to look at, would Frances react to this content?
Or we could say, if Frances reshared this content, you know, her friends might like,
comment, reshare on it. And so we should really word the content for the chance that
her friends will interact with it as well. That prioritizing based on the downstream
effects, so not my -- not my meaningful social interactions beyond the reshare, but on all
those other people's reactions, Facebook identified very early on that that was an
extremely dangerous factor. And by early on, | mean 2019. And a number of people
tried very hard to remove this factor from the ranking because people don't like reshares;
like they don't interact with them as much. There is a really beautiful graph in the cache
that shows how much you like original content from your friends. And you would like
original content from your 20 closest friends.

You only like reshares from your five closest friends. So the bar for eliciting a
reaction on content that is reshared is much, much higher. It happens to be the content
that disproportionately can trigger a reaction when a downstream manner is the most
extreme content. And because removing this factor would hit the core MSI factor, there

are multiple, multiple moments where people try to get this out of the ranking because it
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was over prioritizing extreme polarizing divisive content.

decreasing the core metric, it was consistently not done.
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And because it also ended up
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[12:07 p.m.]
a

Q  Sol have a couple of followup questions to clarify some things.

Is MSI a sum or a proportion or something else?

A | think it's a sum. So, like, it's a weighted sum. So different kinds of
actions have different values. And there are copies of those weights at different points
in time within the document cache. So you can see the importance of different factors
at different points in time.

Q  Andso you said "core MSI," and what does that mean?

A The core MSl is, you go and you count all those interactions that happen on
the site, and you add them up; all those together, that is MSI.

Downstream MSI is the fraction of the MSI that comes not from immediate people
but from the next top down or further.

Q Okay. And MSI was something that people tried to maximize?

A Yes. |did not have a bonus that was tied to MSI, but | guarantee you other
people had bonuses that were tied to MSI.

Q  And the change that was proposed relating to downstream MSI, was this a
change to what counted as MSI, or was it a change that was expected to decrease MSI, or
was it something else?

A So downstream MSI was a ranking factor. So there's many different things
in the scoring that caused content to, you know, get more distribution or less distribution.
And the --

Q  And by "distribution," you mean appear higher on the timeline?

A So appearing higher on the timeline would give you more distribution. So,
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for example, like, distribution is just, like, how many times did people see it, how many
people saw it, that kind of thing.

And so downstream MSI -- so MSl is, like, basically an aggregation of, like, you
know -- every "like" is worth, | don't know, one, and, like, every reshare is worth some
much larger number because they're rarer, that kind of thing. Downstream MSl is
just -- so, like, let's imagine the experiment where they decided to add downstream MSI
to the ranking.

So they would've had a version of MSI that did not consider downstream effects.
And they would've measured, what's the total amount of these meaningful social
interactions that happens on the news feed? And then they would've had a second
version that included this extra ranking parameter, and they would've accounted, across
all the people who interact with the news feed, how many of these meaningful social
interactions happened once that ranking factor came in. And because the aggregate
number of interactions went up, it was considered a better thing than the previous one.

Q  We may return to MSI, because it sounds like that was an important thing to
talk about. But I'm going to take a step back to talk a little bit more --

A Actually, | want to take one moment. It's extremely important to talk
about, because there is a document called "Mark notes from soft interventions review" or
something. That document is extremely important, because people suggested we
should turn off downstream MSI in at-risk countries because we know it's dangerous, and
Mark said, if it hits core MSI, we're not going broad with it.

Q  Okay. Let'sspeedthrough some of these things, so we can get to some of
these documents you've been referencing.

A Yes.

Q  So, interms of understanding how Facebook works, I'm going to name a
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couple people; please just let me know if you think their decision-making or
responsibilities or actions is relevant to something we're looking at, based on what you
saw from inside the company.

So, Javier Olivan?

A Oh, okay. So Javier --

Q  We canjust do this pretty quick.

A Actually, no, | don't know Javier. | was thinking of Henri (ph). Never

mind.
Q  And Naomi Gleit?
A | know that she existed. | don't know what her role is.
Q  And we mentioned Guy Rosen. Joel Kaplan?
A Joel Kaplan -- | don't know exactly what he did.
Q Okay. JohnHegeman?
A Unquestionably had some role.
Q  Inwhat?
A So he was the head of ranking for the news feed.
Q  Okay.
A | don't know -- | don't have, like, a smoking gun on John, but given that he

was the head of the news feed for, like, those prioritization functions, | guarantee
you -- like, actually, I'll give you an example.

There's really interesting documentation in the cache on this. People tried to get
anger, like, valued less in the news feed's ranking. So, like, remember | talked before
about the idea that MSI is a weighted aggregate? They wanted to change the weights
on the different emotions, because there was lots and lots of research that it's easier to

inspire people to anger than other emotions. Okay? And they almost changed that
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ranking at the end of 2020, and at the last moment it got blocked.

And | can't imagine that John wasn't involved in some way with that -- with that

reversion.

And | encourage you to go read the comments on those, and | can try to find

those specific documents for you afterwards.

Q

| think | know what you're referencing. They may have been reported in

The Wall Street Journal and others.

So Justin Osofsky?

A

Q

>

Q
A
under her.

Q

A

| don't know who that is.

Okay. And then Brian Fishman?

That name sounds really familiar. | don't know what he did.
Okay. And Sheryl Sandberg?

She probably had some role with Strategic Response, because that was

And Molly --

And | also know there were other situations where there were policy

changes suggested by Civic Integrity where she would've been, like, the initial decider.

Q

A

Q

Okay. Molly Cutler?
Name sounds familiar. Don't know what she did.

All right. And then Mike Schroepfer?

That's -- oh, I'm sorry. | haven't been spelling these for the court reporter.

S-c-h-r-o-e-p-f-e-r.

A

Yeah. | know that name. |don't know exactly what he did. |saw his

name on the docs.

Q

And you mentioned that you don't have a smoking gun on John Hegeman.

Is there anyone -- that's H-e-g-e-m-a-n. |s there anyone who you do think that the select
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committee should look into?

A Yeah, | mean, like, the soft intervention stock, | think, is a really big
problem -- is a really big problem. Right? Like, | contributed to that working group.
Because they came in with a lot of options that would've made both the 2020 election
safer and, if they had been left on, would've made the run-up to the inauguration
substantially safer.

And the fact that, when Mark reviewed that document, a lot of people who are
extreme experts in this field -- right? Like, these are the best people in the world -- said,
hey, we consulted 60-plus experts inside the company; this is what we came up with.

And the fact that all those things weren't done, | think, is a huge